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Bivariate P–Boxes
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Abstract

Given a random number X, a probability box or p–box (FX , FX) is a couple of cumulative distribution functions
(cdfs) s.t. FX ≤ FX [1, 4]. Here and in what follows, we impose no continuity property on any cdf, which is
therefore a dF-coherent probability (a finitely, not necessarily σ-additive precise probability) on the monotone
family of events D1 = {Ax|x ∈ R} ∪ {∅,Ω}, Ax = (X ≤ x),∀x ∈ R. A p–box therefore naturally extends to an
imprecise probability framework the description of uncertainty about X by means of a cdf.

In this note we investigate properties of the generalisation of p–boxes, suited to describe couples (X,Y ) of
random numbers and to be called bivariate p–boxes. We focus on analogies between bivariate p–boxes and
traditional joint distribution functions, and on how bivariate p-boxes may be obtained from marginal uncertainty
judgements.

Definitions. Given (X,Y ), let Ax,y = (X ≤ x ∧ Y ≤ y). A map F : D2 = {Ax,y : x, y ∈ R} ∪ {∅,Ω} → [0; 1]
is standardized if F is non–negative, componentwise non–decreasing, F (∅) = 0, F (Ω) = 1. Later on, we shall
also write F (x, y) instead of F (Ax,y). (F , F ) is a bivariate p–box if each of F , F is standardized and F ≤ F .
(F , F ) is a coherent p–box (a p–box that avoids sure loss (ASL)) iff, further, both F and F are jointly coherent
(ASL) [5], lower and upper respectively, probabilities on D2. We say that F , F are jointly coherent (ASL)
when the lower probability P defined as P (Ax,y) = F (x, y) on S = {Ax,y|x, y ∈ R}, P (Ac

x,y) = 1 − F (x, y) on
S− = {Ac

x,y|x, y ∈ R} is coherent (ASL) on S ∪ S−.

A first major difference between coherent bivariate and univariate p–boxes is that F , F need not be dF-coherent
precise probabilities. This clearly depends on the structure of D2, an only partially ordered set unlike D1, but
there are relationships with 2–monotonicity too:

Proposition 1 Let P be a 2–monotone lower probability on some lattice L ⊃ D2, and P its conjugate (hence,
2–alternating) upper probability.

a) If F is the restriction of P , F is dF-coherent [3].

b) If F is the restriction of P , it is not necessarily dF-coherent, while its corresponding upper tail function is.

c) Conversely, if (F , F ) is given and F , F are jointly dF-coherent, the natural extension of (F , F ) is not
necessarily 2–monotone.

As well-known, a joint cdf F is characterised by some conditions, including a rectangle inequality F (x2, y2) −
F (x1, y2)−F (x2, y1)+F (x1, y1) ≥ 0, ∀x1 ≤ x2, y1 ≤ y2. With a p-box (F , F ), we have four rectangle inequalities:

[R1] F (x2, y2)− F (x1, y2)− F (x2, y1) + F (x1, y1) ≥ 0

[R2] F (x2, y2)− F (x1, y2)− F (x2, y1) + F (x1, y1) ≥ 0

[R3] F (x2, y2)− F (x1, y2)− F (x2, y1) + F (x1, y1) ≥ 0

[R4] F (x2, y2)− F (x1, y2)− F (x2, y1) + F (x1, y1) ≥ 0.



These inequalities interact variously with coherence or ASL of either a p–box (F , F ) or its components F , F ,
taken separately:

Proposition 2 a) [R1]÷[R4] are necessary for coherence of (F , F ).

b) Neither of them is, in general, necessary for ASL of (F , F ); F (being standardized) always avoids sure loss,
while F avoids sure loss if [R2] holds.

c) In the case that X, Y are both two–valued, [R1]÷[R4] are also sufficient for coherence of (F , F ), while [R1]
is necessary and sufficient for (F , F ) to be ASL.

An important situation originating bivariate p–boxes is when marginal cdfs for X and Y are given, and there
is uncertainty about the kind of interaction between X and Y . More generally, we may think that marginal
p-boxes (FX , FX), (FY , FY ) are assessed for X and Y . Then, under these assumptions,

Proposition 3 Let C be a set of copulas. Define the bivariate p–box (F , F ) as F (x, y) =
infC∈C C(FX(x), FY (y)), F (x, y) = supC∈C C(FX(x), FY (y)). Then (F , F ) is coherent.

While the above proposition may be viewed as a sort of imprecise counterpart of Sklar’s Theorem [2], in the
part ensuring that a certain function (copula) of two univariate cdfs returns a joint distribution having the given
cdfs as marginals, it has to be stated that the correspondence breaks down on the reverse side, when wishing
to view any bivariate p–box as depending on its arguments through a function (not necessarily a copula or
subcopula) of its marginals. This is in general not possible, outside some special cases.

Fréchet upper and lower bounds also play a very important role in obtaining joint p–boxes from marginal ones,
even in the n–variate case. In fact,

Proposition 4 a) Given F1, F2, . . . , Fn (marginal cdfs, for X1, X2, . . . , Xn respectively), the lower Fréchet
bound FL(x1, x2, . . . , xn) = max(F1(x1) +F1(x2) + . . .+Fn(xn))− n+ 1, 0) is a coherent lower probability
(also dF-coherent, as well–known [2], when n = 2).

b) Given the n marginal p–boxes (F 1, F 1), . . . , (Fn, Fn), their natural extension on Dn = {X1 ≤ x1 ∧ . . . ∧
Xn ≤ xn|x1, . . . , xn ∈ R} ∪ {∅,Ω} is the n–dimensional p–box (FL, F

U
), where FL(x1, x2, . . . , xn) =

max(F 1(x1)+F 2(x2)+. . .+Fn(xn))−n+1, 0), while F
U

(x1, x2, . . . , xn) = min(F 1(x1), F 2(x2), . . . , Fn(xn))
is the Fréchet upper bound (which is dF–coherent, ∀n).
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