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Abstract

Credal networks are graph-based multivariate statistical models where irrelevance assessments between sets of
variables are concisely described by means of an acyclic directed graph whose nodes are identified with variables.
Here we focus on categorical variables [Cozman, 2000]. A credal network encodes a set of Markov conditions:
the non-descendant non-parents of any variable are irrelevant to it once the value of the parents is known. The
complete specification of a credal network requires the quantification of local conditional credal sets, closed and
convex sets of conditional probability distributions [Levi, 1980]. Credal networks represent a joint credal set
over all variables in the model, and thus allow for the distinction of randomness and ignorance, and facilitate the
elicitation of the parameters from experts [Antonucci et al., 2007, Antonucci et al., 2009, Piatti et al., 2010].

To fully characterize the credal set induced by a credal network we need to settle on the concept of irrelevance
adopted, and thus on the semantics of the arcs in the graph. The most commonly used concepts in the
literature are strong independence and epistemic irrelevance. The former states that two variables X and Y
are strongly independent if the joint credal set of X,Y can be regarded as originating from a number of precise
models in each of which the two variables are stochastically independent. Strong independence is closely related
to the sensitivity analysis interpretation of credal sets, which regards an imprecise model as arising out of
partial ignorance of a precise one [Antonucci and Piatti, 2009, Zaffalon and Miranda, 2009]. A variable X is
epistemically irrelevant to a variable Y if observing X does not affect our beliefs about Y . In other words,
by making an epistemic irrelevance assessment, we are stating that our beliefs about Y do not change after
receiving information about X [Walley, 1991].

Usually, credal networks are used to compute tight bounds on the expectation of some variable conditional on
the value of some other variables, a task we call predictive inference. The complexity of this task varies greatly
according to the topology of the underlying digraph and the irrelevance concept adopted. For instance, the 2U
algorithm of [Fagiuoli and Zaffalon, 1998] can solve the problem in polynomial time if the digraph is a polytree,
variables are binary and strong independence is assumed. When instead epistemic irrelevance is adopted,
no analogous polynomial-time algorithm for the task is known. On the other hand, [de Cooman et al., 2010]
developed a polynomial-time algorithm for predictive inferences in epistemic trees, that is, credal trees under
epistemic irrelevance. No such algorithm is known to exist under strong independence.

The aim of this work is to present the following three new contributions that appeared in [Mauá et al., 2013], and
to report on the current state of knowledge of the theoretical computational complexity of predictive inference
in credal networks, as summarized in Table 1 (new results appear in boldface).

• Epistemic irrelevance and strong independence induce the same upper and lower predictive probabilities
for the last (in topological order) hidden node in HMM-like credal trees. This implies that we can use the
algorithm of [de Cooman et al., 2010] for credal trees under epistemic irrelevance to compute tight bounds
on the posterior expectation of the last hidden node also under strong independence.

• Predictive inferences under strong independence in credal trees are NP-hard even if all variables are ternary,
which shows that is unlikely that polynomial-time algorithms for these networks exist, in striking difference
with the case of epistemic irrelevance.



Table 1: Summary of the computational complexity of predictive inference in credal networks.

Model Strong Epistemic
HMM P P
Tree NP-hard P

Polytree NP-hard NP-hard

General NPPP-hard NPPP-hard

• Predictive inference in networks where root nodes are vacuous and the remaining ones are precise is invariant
to the irrelevance concept used. This in turn implies that the task in credal polytrees under epistemic
irrelevance is NP-hard, even if all variables are at most ternary, as this is the case under strong independence
unless all variables are binary [Fagiuoli and Zaffalon, 1998, de Campos and Cozman, 2005].
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